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Calibration of NIR 2 of Spectral Profiler
Onboard Kaguya/SELENE
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Junichi Haruyama, Tomokatsu Morota, Chikatoshi Honda, Takahiro Hiroi, and Shinsuke Kodama

Abstract—The Spectral Profiler (SP) is a visible–near infrared
spectrometer onboard the Japanese Selenological and Engineering
Explorer (SELENE), which was launched in 2007 and observed
the Moon until June 2009. The SP consists of two gratings
and three linear-array detectors: VIS (0.5–1.0 μm), NIR 1 (0.9–
1.7 μm), and NIR 2 (1.7–2.6 μm). In this paper, we propose a
new method for radiometric calibration of NIR 2, specifically for
the dark output (background) estimate, which is different from
the previous method used for VIS and NIR 1. We show that the
reflectance spectra of NIR 2 derived from the new radiometric cal-
ibration show less noise than those of the previous method. Based
on an analysis of the reflectance spectra at exposure sites of the
end-member minerals on the lunar surface, we demonstrated that
the spectral features of the 2-μm band in the NIR 2 spectra are
consistent with those expected from the minerals inferred from the
features of the 1-μm band in the VIS and NIR 1 spectra. Finally,
we examined the repeatability of the radiometric calibration of
NIR 2 using the SP data near the Apollo 16 landing site observed
at four different times. The typical difference in the reflectance
at wavelengths <∼2.1 μm was a few percent, which is within
the uncertainty due to the error in the background estimate,
suggesting that there was no significant change in the sensitivity
of NIR 2 over the mission period.

Index Terms—Infrared spectroscopy, Moon, remote sensing,
spectral analysis, spectroscopy.

I. INTRODUCTION

THE Spectral Profiler (SP) is a visible–near infrared spec-
trometer onboard the Japanese lunar Selenological and

Engineering Explorer (SELENE, nicknamed Kaguya), which
was launched in 2007 and observed the Moon until June 2009
[1], [2]. The SP is a Cassegrain line spectral profiler, which
measures spectra in the wavelength range λ = 0.5− 2.6 μm
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for each optical footprint. The SP consists of two gratings
and three linear-array detectors: VIS (0.5–1.0 μm), NIR 1
(0.9–1.7 μm), and NIR 2 (1.7–2.6 μm). The SP was designed
to clarify the global distribution of mineral composition on
the surface of the Moon, which is considered a key factor in
revealing the overall composition and evolution of the lunar
crust and mantle. To identify the mineral composition from
spectral reflectance data, it is important to characterize the
radiometric calibration of the SP, which includes the removal
of the dark output (background),1 nonlinear response correc-
tion, wavelength shift correction, radiance conversion using the
radiometric calibration coefficients (RCCs), and gap adjustment
between detectors.

For VIS and NIR 1, the radiometric calibration was analyzed
and established as reported in [3] (hereafter Paper I). Indeed, the
data of VIS and NIR 1 obtained by the radiometric calibration
in Paper I have been used to determine the reflectance for
mineralogical surveys, e.g., the first detection of the plagioclase
diagnostic feature at λ ∼ 1.25 μm on the Moon [2]. In addition,
the global data set of the reflectance spectra obtained by VIS
and NIR 1 has been used to determine the global distributions
of olivine-rich sites [4], purest anorthosite (PAN) sites [5], [6],
and pyroxene-rich sites [7]–[9]. The cross-calibrations among
the VIS and NIR 1 data of the SP and the other spectrometers
have also been discussed, i.e., the Multiband Imager (MI)
onboard SELENE, Moon Mineralogy Mapper (M3) and SIR
2 onboard the Indian Chandrayaan-1 spacecraft, and the Earth-
based Robotic Lunar Observatory [10]–[13].

In contrast, for NIR 2, the analysis of the radiometric cali-
bration is inadequate. This is because the method for removing
the background used for VIS and NIR 1 results in a noisy
reflectance for NIR 2. As a result, it has been difficult to retrieve
mineral compositions from the reflectance spectra for λ >
1.7 μm. The reflectance spectra for λ > 1.7 μm is, however, im-
portant for determining the mineral and chemical composition
of pyroxene and olivine [14]–[16]. Also, spinel exposures on
the lunar surface have been identified based on a 2-μm band in
reflectance spectra [17]–[19]. Thus, it is necessary to reanalyze
and improve the radiometric calibration for NIR 2 data over the
mission period.

In this paper, we propose a new method for the radiomet-
ric calibration of NIR 2, especially for the estimate of the
background. After an overview of the SP in Section II, we
detail the current problems in estimating the background for

1In this paper, we use “background,” while we used “dark output” for VIS
and NIR 1 in [3] (Paper I).
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Fig. 1. (a) Schematic diagram of the SP. Thermometers SP1, SP2, SP3, and
SP4 (indicated by arrows) are glued to the inside wall of the spectrometer body,
while a thermometer of Peltier hot temperature is attached to the Peltier device,
outside the spectrometer body. (b) Configuration of the SP optical system.
In order to avoid confusion, in this figure, all optical systems are drawn in
the same plane, although the actual direction between the dichroic mirror and
NIR 1 detector (A–B in this figure) is perpendicular to this figure.

NIR 2 in Section III-A. We then propose a new method for
radiometric calibration in Section III-B. Using the background
obtained by the new method, we discuss the radiance conver-
sion in Sections III-C–F and the reflectance conversion with the
photometric correction for NIR 2 in Section IV. In Section V,
we examine the validity of the reflectance spectra for NIR 2,
based on an analysis of the relation between the 1-μm and 2-μm
bands in the reflectance spectra at exposure sites of the end-
member minerals on the lunar surface. Finally, we examine
the stability of the radiometric calibration for NIR 2 during
the mission period using multiple SP data near the Apollo 16
landing site (Section V-C).

II. NIR 2 AND MISSION OVERVIEW

In the following section, we mainly consider NIR 2 because
the detailed descriptions of VIS and NIR 1 are given in Paper I.
Fig. 1 shows a schematic diagram of the SP and its optical
configuration. The light sent to the SP-NIR spectrometer is
split by a dichroic mirror and directed to the NIR 1 and NIR 2
detectors. These detectors are identical 128-pixel InGaAs de-

tectors with a pixel size of 50× 200 μm. We used 112 con-
tiguous pixels out of the 128 pixels for NIR 2, which covers
the wavelength range λ = 1702.1 (band number n = 185) to
2587.9 nm (n = 296), with a spectral sampling interval of
8 nm. The NIR 2 detector is cooled using a three-stage Peltier
device to 243 K to reduce thermal noise.

For most observations, the direction of SP boresight is ap-
proximately equal to the normal direction to the lunar sur-
face, which is regarded as the surface of the virtual sphere
of the Moon. The instantaneous field of view of the SP is
∼50× 500 m on the lunar surface at the planned highest al-
titude of ∼130 km. The along-track sampling interval is 90 ms,
which corresponds to 140 m on the lunar surface (at a ground
speed of 1.6 km s−1). The NIR 2 integration time is τ = 4 ms,
and 16 4-ms data points during 90 ms are averaged. This
is different from the cases of VIS and NIR 1, where two
integration times of τ = 26 ms (short exposure mode) and
τ = 77 ms (long exposure mode) for each 90-ms data point are
used. Then, four 90-ms data points for VIS, NIR 1, and NIR 2
are averaged for one observational spectrum, resulting in a
∼500-m observational footprint. The data for VIS, NIR 1, and
NIR 2 are packed and transmitted to SELENE’s data recorders
after 16-b analog-to-digital conversion.

The SP has an onboard calibration apparatus that consists
of two lighting modules attached to the SP fore-optics and a
light source module in the spacecraft with two halogen lamps
(Fig. 1). The two modules are connected by optical fibers
(1 m in length), with one side bare and the other side attached
to a collimator. The power of the halogen lamps is 9 W,
and the sources are stabilized in voltage. This apparatus was
used for short-term monitoring of the instrument, including a
ground testing phase, in which the degradation of the apparatus
was not critical. In addition, the background digital number
(background DN) was measured before and after each onboard
calibration at the night side of the Moon. In Section III-A2,
we use the data of background DN measured by the onboard
calibration apparatus to evaluate the temporal variation of the
background DN for NIR 2.

The center wavelengths of the detector elements for NIR 2
were determined using a monochrometer during the preflight
calibration experiments conducted at the JAXA Tsukuba Space
Center. Determination of the RCCs to derive the radiance from
the signal data using a calibrated integrating sphere was also
conducted. A more detailed description of the experiments is
given in [20]. In the preflight experiments, we also measured
the random noise in the background DN for NIR 2. We found
that, while the random noises at all of the pixels except for
n = 215 (λ = 1942.0 nm) are less than 9 DN, the random
noise at n = 215 is greater than 120 DN. We regard the pixel
at n = 215 as out-of-band contributions. In this radiometric
calibration, the radiance data value at n = 215 was set to be
the average value of the values at n = 214 and 216.

The signal measured by the SP sometimes depends on the
temperature of the instrument. In the preflight experiments,
we investigated how the temperature affects the background
DN. In this experiment, we measured the background DN at
temperatures of 10 ◦C, 15 ◦C, 20 ◦C, 25 ◦C, and 30 ◦C,
respectively. At each temperature, we wait more than 20 min
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before the measurements of the background DN to attain the
equilibrium temperature for the instrument. However, this situ-
ation is different from that in the in-flight condition, where the
temperature for the SP varies in a short time, resulting in the
nonequilibrium temperature for the SP. Therefore, we need to
characterize the temperature response for the SP based on the
in-flight data of the telemetry information of the thermometers
attached to the SP body. Based on an analysis of the telemetry
information of 14 thermometers, we used the Peltier hot-side
temperature Tpl (measured by a thermometer attached to the
Peltier device), which shows the best correlations with the
background DN of NIR 2.

The detailed description of the SELENE is given in a previ-
ous publication (Paper I). The nominal mission started at Φ =
719 (December 7, 2007), where Φ is the SELENE orbital num-
ber (revolution number). The revolution of the nominal mission
ranged from Φ = 719 to 5426, followed by an extended mis-
sion period. The mission ended at Φ = 7536 (June 10, 2009).
The average altitudes during the normal and extended mission
periods were ∼100 and ∼50 km, respectively. As special ob-
servations, four Apollo 16 landing site observations (ASOs)
were conducted at six-month intervals (see Section V-C).
In each ASO, the SELENE spacecraft changed its attitude to
obtain data at a phase angle of g ∼ 30◦. A permanent failure
of the reaction-wheel of the SELENE spacecraft occurred on
December 26, 2008 (during Φ = 5417−5426). After this fail-
ure, the SELENE spacecraft was controlled by thrusters. In this
situation, the attitude of the SELENE spacecraft sometimes
became unsteady, resulting in an unstable optical geometric
condition for observations.

III. RADIOMETRIC CALIBRATION FOR NIR 2

Radiometric calibration is needed to obtain the radiance I
(W m−2 sr−1 μm−1) from the original digital number (DN).
In this section, we discuss in detail the following issues for the
radiometric calibration: 1) a previous method of estimating the
background DN and its limitation; 2) a new method for estimat-
ing the background DN; 3) nonlinearity and wavelength shift
corrections; 4) correction of RCCs and radiance conversion;
and 5) anomalous behavior pixels.

A. PBEM and Its Limitation

Since the SP does not have a shutter to block the incident
light, we estimate the background DN from the original DN
observed at the night side of the Moon. However, there is a
difference in the instrument’s thermal condition between the
day and night sides of the Moon. We also found that the data
of NIR 1 and NIR 2 depend on the instrument temperature,
while the data of VIS do not. Thus, we used the empirical
relation of the background DN as a function of the instrument
temperature. We succeeded in removing the background DN
for NIR 1 and VIS using this method, as discussed in Paper I.
However, the reflectance spectra for NIR 2 obtained by this
method show noisy patterns (e.g., Fig. 2). This indicates that the
removal of background DN using this method is not appropriate
for NIR 2. In the following sections, we examine the problem
of background DN for NIR 2 in more detail.

Fig. 2. Photometrically corrected reflectance (standard reflectance) for Φ =
7200 and the observational line number L = 5000, where we used the previous
method (PBEM) to estimate the background DN for NIR 2 (see the text).
A noisy reflectance is exhibited for NIR 2 (λ = 1702.1–2587.9 nm).

Fig. 3. Schematic diagram of the positions of SELENE and the Moon.
We show five positions of SELENE. The altitude and size of SELENE are
exaggerated. i is the solar incident angle, where i = 0◦ corresponds to the
direction normal to the surface.

1) Stray Light and Significant Effects of Temperature on
the Background Estimate for NIR 2: In this section, we first
consider the stray light in the previous background estimate.
Fig. 3 shows a schematic diagram of the positions of SELENE
and the Moon. At each revolution, the SP starts to observe
the lunar surface at the night side of the Moon [position (1)
in this figure]. The SP continues to collect data across the
day side [e.g., position (2)]. Finally, SELENE moves from
the terminator to the night side of the Moon [from position
(3) to (4)]. Immediately after the solar incident angle i = 90◦

[position (3)] is passed, the SELENE body is still outside the
shadow of the Moon, although the footprint of the SP enters the
night side of the Moon. As SELENE moves toward the night
side [position (4)], the bottom side of the SELENE body tilts
toward the Sun. In this case, the sunlight hitting the bottom
side of the body of SELENE reaches the spectrometers through
the fore-optics and affected the DN, manifesting as stray light.
When SELENE completely enters the night side of the Moon
[position (5)], no solar light arrives at SELENE. Then, the SP
stops to collect the data.
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Fig. 4. (a) Relation between the original DN and i for VIS (n = 41,
λ = 752.8 nm) for Φ = 1800. (b) As (a), but for NIR 2 (n = 196, λ =
1789.8 nm). The data for Tpl are also plotted.

The effects of the stray light on the original DN are shown
in Fig. 4(a), where the DN for VIS (n = 41, λ = 752.8 nm) is
plotted against i for the night side of the Moon (i > 90◦). We
can see that, even for i > 90◦, the DN increases with increasing
i because of the stray light [positions (3) to (4)]. At i > 108◦,
the DN drops to ∼3680 DN, which is similar to the DN at
i = 90◦ − 91◦. We estimate the critical solar incident angle ic
when the SELENE just enters the shadow of the Moon [at (4)
in Fig. 3] as

ic = 90◦ + arccos
Rmoon

Rmoon +ASEL
(1)

where Rmoon is the Moon radius and ASEL is the altitude of
SELENE. Substituting Rmoon = 1738 km and ASEL = 94 km
for Φ = 1800 into (1), we obtain ic = 108.4◦, which is con-
sistent with the solar incident angle id when the DN drops to
∼3680 DN in Fig. 4(a). We also found id ∼ ic for various Φ.

The data at i > 108◦ in Φ = 1800 shown in Fig. 4 were
accidentally obtained by the delay in the starting time of the
observation (Paper I). On the other hand, there are no available
data at i > 108◦ for most of Φ because SP did not collect the
data at i > 108◦ in the nominal observation mode. Thus, Paper I
used the median value of the DNs with i > 90◦ to alleviate the
effects of the stray light for VIS and NIR 1. We also use the
median value of the temperature with i > 90◦ to determine
the empirical relation of the background DN for NIR 1 as a
function of the instrument temperature. This is the previous
method for the background estimate of VIS and NIR 1 (here-
after, we call this the “previous background estimate method”
or PBEM).

At the beginning of the analysis of the SP, we applied PBEM
to NIR 2. However, we found that the amount of the change
of Tpl at i > 90◦ is significant, causing the significant effect on

the background DN for NIR 2. In Fig. 4(b), the DN for NIR 2
(n = 196, λ = 1789.8 nm) is plotted against i for i > 90◦. We
can see that the DN does not increase at i ∼ 98◦−105◦, where
the DN of VIS increases owing to the stray light [Fig. 4(a)]. For
i = 105◦−108◦, the DN slightly increases but then suddenly
drops after i > 108◦. Note that, for NIR 2, the DN for i > 108◦

is less than that for i = 90◦−91◦, while for VIS, the DN for i >
108◦ is similar to that for i = 90◦−91◦ [Fig. 4(b)]. Fig. 4(b) also
shows that Tpl decreases with increasing i for i > 90◦. Since
the background DN for NIR 2 depends on Tpl, the decrease due
to the effects of the temperature cancels the increase due to the
stray light, resulting in a nearly constant value of DN in the
range i = 90◦−105◦. We thus cannot apply the median value to
the background estimate of NIR 2, similar to VIS and NIR 1
cases.

PBEM succeeds in removing the background DN for NIR 1,
although the background DN for NIR 1 also shows the tem-
perature dependence. Paper I reported that the SP1 temperature
(Tsp1) shows the best correlations with the background DN of
NIR 1. However, Tsp1 hardly changes during i = 90◦−108◦;
the difference in Tsp1 is less than 0.2 ◦C–0.3 ◦C during i =
90◦−108◦. This is why PBEM has no problem with the back-
ground DN estimate of NIR 1.

2) Long-Term Variation of the Background DN for NIR 2:
We found another problem in the long-term variation of the
background DN for NIR 2. In Fig. 5(a), Tpl is plotted against
L for Φ = 2008. We can see that Tpl in the daytime mostly
ranges from −10 ◦ C to 15 ◦C, which is different from the
night time cases for L < 500 (Tpl ∼ −11 ◦C−12 ◦C) and L >
10 200 (Tpl ∼ 16 ◦C−17 ◦C). Since SP did not collect the data
at the night time at i > 108◦ in the nominal observation, we
cannot obtain the background DN at Tpl = −10 ◦C to 15 ◦C.
This means that we cannot determine the background DN
for the daytime observations from only a single revolution.
Therefore, we determined the empirical relation between the
background DN and Tpl to estimate the background DN for
each observational point. Since Tpl also varies with the angle β
[as shown in Fig. 5(b) and (c)], where β is defined as i at
the equator, we can determine the empirical relation from the
data set of background DN measured at various β (various Φ).
Indeed, from this method, Paper I succeeds in determining the
empirical relation for NIR 1.

However, for NIR 2, we found that the background DN
shows a long-term variation (monthly scaled variation). In
Fig. 6, the background DN at n = 251 (λ = 2228.7 nm) is
plotted against Tpl, where the background DN was obtained by
the onboard calibration apparatus with i > 108◦ to avoid the
effects of the stray light mentioned previously. We can see that
the background DN depends not only on Tpl but also Φ. In other
words, the empirical relation between the background DN and
Tpl significantly reveals the long-term variation.

For NIR 1, we did not find such a long-term variation
(Paper I). The background DN for NIR 1 also depends on Φ
because the SP 1 temperature is a function of Φ. However, when
the SP 1 temperature among various revolutions is the same, the
background DN for NIR 1 is the same within the error because
the empirical relation for NIR 1 does not depend on Φ (Paper I).
On the other hand, the background DN for NIR 2 shows a
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Fig. 5. (a) Temperature variation of Tpl with L for Φ = 2008. The vertical
dashed lines indicate the boundary at i = 90◦. (b) and (c) Relation between
Tpl and β. Since Tpl itself varies with L in each revolution as shown in (a), the
maximum, minimum, and average temperatures in each revolution are plotted.
In order to easily see the trend, we separate (b) the data before Φ = 5491 and
(c) the data after Φ = 5491 because the typical height of SELENE changed
significantly around Φ = 5491 from ∼100 to ∼50 km.

hysteresis change (Fig. 6), and the empirical relation for NIR 2
depends on Φ.

We consider that the long-term variation is due to the long-
term effects of space radiation. In the preflight experiments, we
conducted the radiation test for the SP. It was reported that
proton radiation changes the background DN in the InGaAs
detectors used in NIR 2. The difference in the background DN
between the before and after exposures to proton radiation is
∼200 DN in average for the total radiation doze corresponding
to that in lunar orbit during a year. We estimate that the change
in the background DN for the total mission period (∼1.5 years)
is ∼300 DN, which is comparable to the maximum difference
in the background DN in Fig. 6.

Fig. 6. Relation between the background DN at n = 251 (λ = 2228.7 nm)
and Tpl, measured by the onboard calibration apparatus with i > 108◦. The
difference in color indicates the difference in Φ, ranging from Φ = 744 denoted
by red to Φ = 7482 denoted by purple. The points with Φ = 2152 (marked
by “A”), Φ = 4456 (“B”), and Φ = 6636 (“C”) correspond to β ∼ 0◦.

B. New Method: Background Estimate Using Shadow Region

As an alternative to PBEM, we propose the following method
(hereafter, we call this the “shadow background estimate
method” or SBEM) that uses the shadow regions inside craters
or around peaks to estimate the background DN for NIR 2.

1) Shadow Regions: At higher latitudes or at larger β an-
gles, there are shadow regions inside craters and around peaks
with areas larger than the SP footprint size. Fig. 7(a) shows a
close-up image of a crater with a shadow region (Φ = 3199
and i = 87◦), which was taken by the Terrain Camera (TC)
onboard SELENE [21]. The yellow rectangles in the figure
correspond to the SP footprint passing over the shadow region
inside the crater. Fig. 7(b) shows the DN for VIS (n = 41, λ =
752.8 nm) at each SP footprint. We can see that the DN values
in the shadow region between the marked “A” and “B” points
are nearly constant and are the lowest among all of the DN
values shown here. The average value between “A” and “B ” is
∼3700 DN.

Note that the background DN of VIS is determined to be
∼3700 DN by PBEM (Paper I). Since the background DN of
VIS does not depend on the temperature, the significant effects
of temperature, which is one of the drawbacks of PBEM, are
not related to the background DN for VIS. In addition, the long-
term variation of the background DN is not related to the VIS
because the background DN for VIS is determined in each rev-
olution (Paper I). Thus, we assume that the value of ∼3700 DN
of VIS in the shadow region can be used as the background DN.

Fig. 7(c) shows the DN for NIR 2 (n = 201, λ = 1830.0 nm)
at each SP footprint, where the DN is lowest between “A” and
“B.” There is a variation in DN between “A” and “B” with
a standard deviation of 5 DN. This variation probably comes
from random noise because an analysis of the background
DN measured by the onboard calibration apparatus also shows
a variation of 4–5 DN due to random noise. The tempera-
ture between “A” and “B” does not change, being a constant
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Fig. 7. (a) TC close-up image of a fresh crater located at 54.6◦ S and 169.0◦ E for Φ = 3199. The yellow rectangles indicate the SP footprint position. In this
observation, the SP footprint moves from the top to the bottom of the image. (b) Distribution of the original DN for n = 41 (λ = 752.8 nm) and (c) for n = 201
(λ = 1830.0 nm). The SP footprints between “A” and “B” correspond to the shadow region in (a).

Fig. 8. Relation between DN2 for n = 221 (1989.4 nm) and Tpl. The solid
curve indicates the best fit: DN2 = 8798 + 19.24Tpl + 0.4073T 2

pl.

Tpl = −24.05 ◦C. Thus, we can estimate the background DN
of NIR 2 (DN2) as a function of Tpl from the various shadow
regions. This method (SBEM) allows us to avoid stray light
because we can determine DN2 at i < 90◦. In addition, SBEM
can obtain the background DN under actual daytime conditions,
in contrast to PBEM.

Using SBEM, we obtained DN2 for various Tpl, where
the shadow area is defined as the observational point whose
original DN at n = 41 (λ = 752.8 nm) is less than 3700 DN.
In Fig. 8, DN2 at n = 221 (λ = 1989.4 nm) is plotted against
Tpl, where we obtained the data from all 100 revolutions in the
range Φ = 2310–2910. We observe that DN2 increases with
increasing Tpl. The data can be fitted well by the quadratic
equation DN2 = 8798 + 19.24Tpl + 0.4073T 2

pl (solid curve in
this figure). In addition, DN2 for other n in NIR 2 can be fitted

TABLE I
PERIOD FOR BACKGROUND DN DETERMINATION

well by quadratic equations. We also find that the quadratic
equation as a function of Tpl holds for other Φ ranges, although
the coefficients in the quadratic equation depend on the Φ range.
We thus use the quadratic equation as an empirical relation to
estimate DN2 from Tpl measured at each observational point.

The standard deviation of the scatter of DN2 around the
quadratic equation is ∼10–15 DN, which is about 0.5%–0.8%
for the typical S-value of 2000 DN for NIR 2, where the
S-value is defined as the difference between the original DN
and the background DN. In addition, the data for Tpl exhibit
a discrete distribution (step function), as shown in Fig. 5(a),
producing an uncertainty in Tpl of up to ∼0.3 ◦C. We estimated
that the error due to this uncertainty is ∼10 DN, which is about
0.5% for S = 2000 DN. Therefore, we conclude that the error
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Fig. 9. Original DN and S-value for the central peak of the Copernicus crater
(Φ = 2041 and L = 4891). Here, the DNs at n = 100 and n = 215 are
not shown because the preflight calibration showed that these bands respond
abnormally.

in the removal of the background DN for NIR 2 by SBEM is
∼1.0%–1.3% for the typical S-value.

2) Implementation of SBEM: In order to alleviate the effects
of the long-term variation of the background DN described in
Section III-A2, we divided all of the SP data into 14 periods, as
listed in Table I. Each period P contains ∼500 revolutions be-
cause a revolution range of at least ∼500 is needed to determine
the empirical relation with enough variation in Tpl. We did not
use all of the revolutions in each period because the shadow
regions usually concentrate in revolutions with higher β (lower
Tpl). If we used all of the revolutions, the empirical relation
would be determined mainly by the background DN measured
at lower Tpl. Hence, we selected revolutions spaced at every
∼100 revolutions (e.g., Φ = 2300, 2400, 2500, 2600, and 2700
for P = 4). In each selected revolution, the region for i < 90◦

whose DN at n = 41 (VIS) is less than 3700 DN is regarded
as a “shadow region.” If the shadow region includes multiple
consecutive SP points (not a single point), we select the point
with the lowest DN among the consecutive points. In this way,
we avoid the case where the empirical relation is determined
mainly by the data with a biased temperature (Tpl is nearly
constant among the consecutive points). We collected the DN2

and Tpl data for each P and then derived the empirical relations
using the quadric equation with Tpl for each n and P (in total,
we determined 112× 14 = 1568 empirical relations).

Fig. 9 shows the S-value, S(n), for NIR 2 obtained at a
reference site at the Copernicus crater (Φ = 2041 and L =
4891). We also plot S(n) for VIS and NIR 1 from Paper I. The
difference in the magnitude between the original DN and the
S-value is the background DN. From Fig. 9, we can see that
the background DN for NIR 2 is larger than the S-value, while
most of the background DNs for VIS and NIR 1 are smaller
than those for the S-values. The jagged patterns observed in the
original DN, especially for NIR 2, are not seen in S(n). This
may indicate that the background DN in NIR 2 was successfully
removed from the original DN by SBEM.

C. Nonlinearity and Wavelength Shift Corrections

1) Nonlinearity Correction: In general, the S-value is not
proportional to the intensity of the input light, i.e., it is a non-
linear response. In Paper I, we examined the nonlinear response
for VIS and NIR 1 based on the preflight calibration experiment
using the integrating sphere. In this experiment, we measured
the S-values for the short and long exposure modes SS and SL

for the intensity from a lamp with various currents. From the
relation between SL/SS and SS , we can evaluate the nonlinear
response: if there is no nonlinear response, SL/SS should
be constant, independent of SS . Thus, from the dependence
of SL/SS on SS , we determined the nonlinearity correction
equations for VIS and NIR 1 (a detailed description is given in
Paper I). However, since NIR 2 has only one exposure mode
(τ=4 ms), we cannot use the aforementioned method for NIR 2.

The degree of the nonlinear response depends on the S-value,
and the typical S-value of NIR 2 is S ∼ 2000 DN in Fig. 9,
which is significantly lower than those for VIS and NIR 1.
Thus, it is expected that the nonlinear response for NIR 2
is not significant. Using the nonlinearity correction equations
of VIS and NIR 1 in Paper I, we estimate the degree of
the nonlinearity response for the typical S-value of S = 2000
DN as follows: The true S-value (S′) after the nonlinearity
correction is defined as S ′ = S + kS2, where S is the S-value
before the nonlinearity correction and k is the constant. Based
on the analysis of the preflight experiment data, we have ob-
tained k = (9.751± 0.141)× 10−7 for VIS and k = (6.176±
0.175)× 10−7 for NIR 1, respectively. When we substitute
S = 2000 DN to this equation using the k values for VIS
or NIR 1, we obtained the ratio of S ′/S = 1.002 (VIS) or
S ′/S = 1.001 (NIR 1). Thus, we estimate the degree of the
nonlinearity response of 0.1%–0.2%, which is comparable to
the noise level (e.g.,. the random noise of the background DN
of ∼0.2%–0.3%). Therefore, in this calibration, we do not take
into account the nonlinear response for NIR 2.

2) Wavelength Shift Correction: In Fig. 9, we can see that
there is a wavy pattern in the S-value for VIS that is due to
the inherent spectral feature of the low-pass filter used in VIS.
In Paper I, we observed that the peak positions of the wavy
pattern vary with L in one revolution, suggesting that the shift
of the peak positions has short time variation. This is thought to
be due to the wavelength shift, which is defined as the deviation
of the center wavelength for each pixel from the preflight value.
In Paper I, we analyzed the amount of the wavelength shift for
various revolutions and found that there is a good correlation
between the amount of the wavelength shift in VIS and Tsp1. In
addition, the amount of the wavelength shift is nearly 0 when
Tsp1 ∼ 22 to 23 ◦C, which is near room temperature for the
preflight calibration experiment when the center wavelength of
each detector element was determined. Therefore, we consider
that this is caused by the thermal distortion of the spectrometer.

The wavelength shift for the VIS data was corrected in
Paper I, but the wavelength shift for NIR 1 was not taken into
account. For VIS, we observed a wavy pattern in the radiance
(before wavelength shift correction) due to the wavelength shift
up to ∼7 nm. In contrast, we do not observe a wavy pattern
in the radiance for NIR 1 and NIR 2 (as will be shown in
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Fig. 10. (a) Radiance I plotted with λ for the three reference sites, where I for
VIS and NIR 1 is from Paper I. The humps at λ ∼ 1800–1950 nm (marked by
“A” and “B”) are due to water vapor. The hump at “C” is due to the anomalous
pixel. (b) As (a), after the removal of the effects of water vapor.

Section III-D). Here, we do not take into account the wave-
length shift for NIR 2, although we cannot rule out the possibil-
ity of a small amount of wavelength shift.

D. Radiance Conversion and Removal of the Effect of Water
Vapor on the RCCs

We obtain the radiance I(n) from S(n) using the RCCs
C(n) as

I(n) =
S(n)

C(n)
(2)

where C(n) was determined in the preflight experiments using
an integrating sphere [20]. In Fig. 10(a), the radiance I for three
reference sites is plotted with respect to λ. Unexpected hump
features appear at λ ∼ 1700–1950 nm (marked by “A,” “B,”
and “C”). The humps at “A” and “B” are observed not only
at these reference sites but also at other sites, indicating that
they are inherent spectral features in C(n), rather than specific
spectral features in the reference sites. They are probably due to

Fig. 11. (a) Ratio (W ) between IA16 and Isoil. The solid lineWstd is obtained
based on the average W at λ=1789.8–1805.8 nm and that at λ=1957.6–
2189.4 nm. (b) Total difference D between η(n) and the degree of the effects
of water vapor (DEWV) is plotted against the humidity for NIR 1 and NIR 2.

the effects of water vapor in the integrating sphere used to de-
termine C(n), because the preflight experiment was conducted
under normal atmospheric pressure. Indeed, an absorption band
for water vapor appears at λ ∼ 1800–1950 nm [22].

Paper I reported a hump at λ ∼ 1300–1400 nm (NIR 1) in I ,
which was interpreted as water vapor, and proposed a method
to remove the effects of water vapor on C(n) (called the “water
vapor removal method” or WVRM). We do not see a hump at
λ ∼ 1300–1400 nm in Fig. 10(a) and (b) because I for NIR 1
is corrected for water vapor by WVRM. In this paper, we use
WVRM for NIR 2 to remove the hump at λ ∼ 1800–1950 nm.

The procedure of WVRM is as follows. First, we derive
the radiance IA16(n) measured by the SP near the Apollo 16
landing site. Second, using the laboratory reflectance spectrum
Rsoil(n) of Apollo 16 soil 62231 of the RELAB data [23], we
calculate the model radiance Isoil(n) for the Apollo 16 landing
site as Isoil(n) = Rsoil(n) · F�(n) · cos 30◦, where F�(n) is
the solar radiance at the Moon (the F�(n) data are described
in Section IV). We use the factor of cos 30◦ because Rsoil is
acquired at laboratory standard geometry with an incident angle
i = 30◦ and an emission angle e = 0◦ (see [24] in more detail).
Third, we calculate the ratio W (n) = IA16(n)/Isoil(n). Fourth,
we calculate W1 and W2, where W1 and W2 are the values of
W (n) averaged over n = 196 to 198 (λ = 1789.8–1805.8 nm)
and n = 217 to 246 (λ = 1957.6–2189.4 nm), respectively. A
straight line connecting two points at n = 197 with W1 and
n = 230 with W2 is defined as the standard ratio Wstd(n). In
Fig. 11(a), we compare W (n) and Wstd(n). We assume that the
deviation of W (n) from Wstd(n) is due to the effects of water
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vapor and regard η(n) = W (n)/Wstd(n) as the correction
factor to remove the effects of water vapor on C(n).

Using this procedure, we determined η(n) for n=198 to 216
(λ = 1805.8–1948.8 nm) from the four Apollo 16 landing site
observations (ASOs). The standard difference in η(n) among
the observational points in the four ASOs is estimated to be
0.1%–0.7%, depending on n. The corrected RCCs C ′(n) after
the removal of the effects of water vapor are obtained as
C ′(n) = C(n) · η(n).

If the humps in radiance result from the effects of water
vapor, then η(n) depends on the humidity in the room in
the preflight experiments. It is important to examine whether
the amount of water vapor estimated from η(n) for NIR 2
is relatively consistent with that for NIR 1. Therefore, using
the radiative transfer code (MODTRAN 4), we examined the
amount of water vapor estimated from η(n) for NIR 1 and
NIR 2. For this examination, we assumed that the degree of
the effects of water vapor (hereafter DEWV) is proportional to
1/T (n), where the transparency T (n) at pixel n is calculated
using the radiative transfer code. We then define the total
difference D between η(n) and DEWV as

D =
1

n2 − n1 + 1

√√√√ n2∑
n=n1

[
η(n)− 1

T (n)

]2

. (3)

We set n1 = 143 and n2 = 151 for NIR 1 (λ = 1347.8−
1411.8 nm) and n1 = 198 and n2 = 216 for NIR 2 (λ =
1805.8−1948.8 nm). We assume a temperature of 295 K,
atmospheric pressure of 1013 hPa, and total length integrated
in the calculation of 250 cm [20]. In Fig. 11(b), D is plotted
against the humidity for NIR 1 and NIR 2, where η(n) for NIR 1
is taken from Paper I. We can see that both results for NIR 1 and
NIR 2 exhibit a lowest D at a humidity of 30%, which is close to
the humidity of ∼40% in the preflight experiments. Therefore,
we conclude that the effects of water vapor in η(n) for NIR 2
are consistent with those for NIR 1, indicating that WVRM is
appropriate for this radiometric calibration.

The effects of atmospheric water vapor on the integrating
sphere data were also reported for the Near Earth Asteroid Ren-
dezvous mission [25]. Ideally, we should conduct the preflight
experiment to measure the RCCs under the vacuum condition.
Using the WVRM, however, it is not absolutely required to
conduct the measurements of the RCCs under the vacuum
condition. In this case, there are two important points: First,
we need to control well the temperature and humidity in a
room where the preflight experiment is conducted. Second, it
is required to determine the total length integrated between the
light source and the detector in the preflight experiment. If the
two points are satisfied, we can correct the effects of the water
vapor on the RCCs using the WVRM.

In Fig. 10(b), I(n) based on C ′(n) is plotted with respect
to λ for the three reference sites. No humps are observed at
1800–1950 nm. For λ > 2500 nm, I for the reference sites
appears to drop significantly—to zero for some pixels. This is
because the typical S-values for λ > 2500 nm are less than
a few tens of DN, which is comparable to the error in the
removal of the background DN, as mentioned in Section III-B1.

Fig. 12. Reflectance R for Φ = 2008 plotted against n for every 1000 line
numbers L. All spectra have been vertically offset for clarity. The three vertical
lines correspond to n = 181, 184, and 186, respectively. A temporal variation is
observed at the NIR 1 longer-end pixels (n = 181–184) and the NIR 2 shorter-
end pixels (n = 185–186), interpreted as being anomalous behavior.

Therefore, we do not use the data for λ > 2500 nm in the
following.

E. Anomalous Behavior of the NIR 1 Longer-End and NIR 2
Shorter-End Pixels

Even after the removal of the effect of water vapor on the
RCCs, we still observe the hump at “C” in I(n) for Copernicus
in Fig. 10(b). The “C” hump is due to the anomalous behavior
of the pixels. In order to examine the anomalous behavior in
more detail, we use the reflectance R(n), defined as R(n) =
I(n)/F�(n). Fig. 12 shows R(n) at every 1000 lines for Φ =
2008. We can see that the values of R at the four longest pixels
of NIR 1 (n = 181–184) and the two shortest pixels of NIR 2
(n = 185–186) systematically vary with L. The reflectances at
the four longest pixels of NIR 1 seem to increase relatively with
increasing L (compared to those at other pixels). We also see
an increase at the two shortest pixels of NIR 2 for L > 6000.
It should be noted that the same systematic variations at these
pixels can be observed for most of the revolutions. On the other
hand, the reflectances at n ≤ 180 and n ≥ 187 do not show
such a systematic variation with L. The phenomenon of this
variation was not discussed in the preflight experiments. It is
after the launch that we found the systematic variations at these
pixels.

We also analyzed the systematic variation based on the data
measured at the onboard calibrations with the halogen lamps
during the night side of the Moon. We found that the S-values
at these pixels decrease with increasing L at the night side.
Thus, this systematic variation shows the increase at the day
side and the decrease at the night side. We infer that this
systematic variation could be related to the temperature vari-
ation in the spacecraft revolution. Nevertheless, we cannot give
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TABLE II
SUMMARY OF ERROR ESTIMATES FOR RADIANCE DUE TO VARIOUS ERRORS IN THE RADIOMETRIC CALIBRATION OF NIR 2

the conclusive answer how the temperature variation causes
the systematic variation only at these pixels, because there
is no information on the systematic variation in the preflight
experiments. In the present calibration, we omit the data at
n = 181–186 as anomalous pixel behavior. Instead, we use
interpolated data for n = 181–186, calculated from a linear
interpolation of the data at n = 180 and n = 187 (in the SP data
product at JAXA, we set the original data (before interoperated
data) with an anomalous flag in the ancillary information).

F. Errors in Radiance and the Effects of Thermal Emission

The various error estimates are summarized in Table II.
The estimates of the total error are separated into the two λ
ranges: 1) 1800 nm ≤ λ ≤ 1950 nm and (2) λ < 1800 nm
and λ > 1950 nm. The former range includes the error due to
the correction of the RCCs, while the latter does not. From
this table, we can estimate, for example, an uncertainty of
0.002–0.004 in the reflectance for a spectrum with a reflectance
of 0.20. Note that this error estimate is for the typical S-value
of 2000 DN for NIR 2.

Table II does not include the relative difference between
the preflight and in-flight RCCs, which is possibly due to a
slight response change in the SP instrument during launch. The
reason is as follows: The main purpose for the data obtained
by the present calibration is an interpretation of the geological
contexts based on the surface distribution of lunar minerals. In
order to obtain the surface distribution of lunar minerals, the
identification of absorption bands diagnostic of target minerals
is needed. On the other hand, the absolute assessment of the
depth of absorption bands is not important. Therefore, the
relative reflectance to the data measured at Apollo 16 landing
sites are used in the previous studies of mineralogical surveys
[2], [4]–[9]. In this case, while the change in the sensitivity
over the mission period is important, which will be discussed
in Section V-C, the relative difference between the preflight and
in-flight RCCs is not important. This is why we do not include
the relative difference between the preflight and in-flight RCCs
to the error budget in this study.

The relative differences between the preflight and in-flight
RCCs were discussed based on a comparison of I between the
SP and MI data [10], [13]. Since MI does not collect data for
λ > 1600 nm, we cannot apply the method of [10] and [13] to
NIR 2. From [10, Table 2] and [13, Fig. 7], we can estimate that
the maximum relative difference in RCCs is ∼1%–2% at λ =
1000 nm, which may be one possible estimate for the relative
difference between the preflight and in-flight RCCs for NIR 2.

TABLE III
RATIO OF THE THERMAL MODEL RADIANCE Ith TO THE

RADIANCE I FOR THE THREE REFERENCE SITES

At longer wavelengths, the thermal emission (hereafter, the
thermal effects) from the lunar surface can be significant. In
other words, the I measured by SP would include a component
Ith associated with the thermal effects. We estimate the ratio
of Ith to I as follows: Since it is difficult to determine the
temperature at each SP observational footprint, we assume a
mean lunar surface temperature at daytime of ∼107 ◦C [26] and
assume that the Moon is a blackbody. Using this assumption,
we calculate Ith for three reference sites. In Table III, we
summarize the ratio Ith/I for the three reference sites. From
this table, we see that the thermal effects for λ < 2.0 μm, except
for the Mare region (dark albedo region), are < 1%, suggesting
that the contribution of the thermal effects is negligible within
the error of the radiance. For the Mare region, the thermal
effects may be more significant. Although the thermal effects
for λ <∼1.9 μm for the Mare region are negligible within
the error of the radiance, the thermal effects for λ ∼2 μm are
comparable to the error in the radiance of 1%–1.5%. For longer
wavelengths at λ >∼2.2 μm, the thermal effects for all three
reference sites are significant up to ∼5%–18%. This suggests
that we cannot make conclusive interpretations for the NIR 2
data for λ >∼2.2 μm without an estimate of the thermal
effects based on reliable estimates of the temperature and the
emissivity of the target surface, as suggested in [19].

IV. REFLECTANCE CONVERSION

Since I(n) depends on the observation geometry, i.e., i, e,
and g (phase angle) [24], we converted the data to reflectance
in the standard geometry with i = 30◦, e = 0◦, and g = 30◦

(referred to herein as the standard reflectance Rstd) as

Rstd(n) = Ystd(i, e, g, n)
I(n)

F�(n)
(4)
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Fig. 13. Standard reflectance Rstd (with i = 30◦, e = 0◦, and g = 30◦) for
three reference sites plotted with respect to λ.

where Ystd(i, e, g, n) is the photometric correction factor to
convert the data with i, e, and g to the standard geometry.
The function Ystd(i, e, g, n) for the SP data is given in [27],
and all of the coefficients for NIR 2 used in Ystd(i, e, g, n)
were determined in [28]. For F�(n), we used the Newkur data
in [29], which were used for VIS and NIR 1 in Paper I. In
resampling for NIR 2, we calculate F�(n) while integrating the
Newkur data with the Gaussian distribution for the sensitivity
of each band n with full-widths at half-maximum of 8 nm.

In Fig. 13, Rstd is plotted against λ for the three reference
sites. We can see that Rstd for the three sites increases with
increasing λ. There are no significant noisy patterns for λ <
2000 nm. We can see slight noisy patterns at longer wave-
lengths, especially for λ ∼> 2300 nm. However, the difference
(δR) between the maximum and minimum Rstd’s for λ ≥
2300 nm is δR ∼ 0.05–0.1, which is smaller than δR ∼ 0.2
for Fig. 2.

The error in Rstd consists of two components. The first is due
to the error in F�(n), which was estimated to be 0.2% (Paper I),
and the second results from the photometric correction, which
is described in [28].

V. DISCUSSION

In this discussion, we first evaluate how the present ra-
diometric calibration has improved the reflectance spectra for
NIR 2. Second, we discuss the validity of the 2-μm band in the
reflectance spectrum, based on the analysis of the reflectance
spectra for the exposure sites of the end-member minerals
on the lunar surface. Finally, we discuss the stability of the
radiometric calibration during the mission period using the four
ASO data.

A. Improvements in the Background Estimate of NIR 2

For a quantitative evaluation of the improvement of the
reflectance spectrum, we use the degree J of the noisy pattern,
which is defined as the root-mean square of the deviation of the

reflectance R(n) from the smoothed value Rsmth(n) at each
pixel n as

J =

√√√√ 1

n2 − n1 + 1

n2∑
n=n1

[R(n)−Rsmth(n)]
2 (5)

where n1 and n2 are the maximum and minimum pixel numbers
of the range of NIR 2, respectively, and we define Rsmth(n) as
the average reflectance over five points before and after each
pixel n. In the following, we set n1 = 187 (λ = 1717.6 nm)
and n2 = 284 (λ = 2492.6 nm).

In Fig. 14, we compare Rstd obtained by SBEM with that
by PBEM. It is clear that Rstd by SBEM shows less noise
than that by PBEM. The degree of the noisy pattern is J =
0.009 for SBEM [Fig. 14(a) and (c)] and J = 0.028 for PBEM
[Fig. 14(b) and (d)], respectively. Thus, the degree of the noisy
pattern in Rstd by SBEM is ∼1/3 of that by PBEM.

In order to see an improvement in the effects of the long-
term variation of background DN, in Fig. 15(a), we compare
the two results of Rstd for the cases Puse = 3 and Puse = 14,
where Puse is the period used for the background DN estimate
in Table I and the SP observation was conducted at P = 3 (Φ =
2041). It is clear that Rstd for Puse = 3 shows less noise than
that for Puse = 14. Note that the value of J = 0.028 for Puse =
14 is similar to that for PBEM.

For a more quantitative assessment, in Fig. 15(b), we plot J
against Puse for the three reference sites and an additional
reference site (Theophilus crater; Φ = 7360 and P = 14). We
can see that the lowest J points are located at the observational
period P . From Fig. 15(b), we estimate that the lowest J is
about 1/3 to 1/5 of the highest J for each site. This indicates
that SBEM could improve the noisy patterns in Rstd by a factor
of up to ∼3 to 5 over those by PBEM.

B. Examination of 2-μm Band

Previous studies using VIS and NIR 1 of the SP data have
revealed the existence of few-kilometer-scaled exposure sites of
the end-members of various lunar minerals: olivine-rich sites
[4], PAN sites [5], [6], low-Ca pyroxene-rich (LCP-rich) sites
[7], [9], and spinel-rich sites [19]. The identification of the
mineral compositions for these sites was based on the 1-μm
band (absorption band at λ = 0.8−1.7 μm) or the visible
absorption band (λ = 0.5−0.7 μm) in the reflectance spectra
of VIS and NIR 1. These minerals also show inherent spectral
features in λ > 1.7 μm: The LCP and spinel show a strong
2-μm band, while the olivine and PAN show a smaller or
negligible 2-μm band. Here, we use these sites to examine
whether the reflectance spectra in NIR 2 obtained by the present
calibration are consistent with those expected from the minerals
which are inferred from the spectral features in VIS and NIR 1.

In order to examine the existence and shape of the 1-μm,
2-μm, and visible absorption bands in detail, we use the contin-
uum removed reflectance Rc after correction of the reflectance
using Apollo 16 soil 62231 and ASO data. First, we calculate
the correction factor for a reflectance ζ(n), which is the ratio
of the laboratory-measured spectrum Rsoil(n) of Apollo 16
soil 62231 to the reflectance measured at the ASOs. We then
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Fig. 14. Comparison of Rstd between SBEM and PBEM: Rstd for φ = 7200 and L = 5000 for (a) SBEM and (b) PBEM, and Rstd for φ = 6955 and
L = 3000 for (c) SBEM and (d) PBEM.

Fig. 15. (a) Standard reflectance Rstd at the reference site of the Copernicus crater. We used the coefficients in the empirical relation for DN2 for Puse = 3 (red
curve) and Puse = 14 (black curve). The degrees of the noisy patterns are J = 0.009 (Puse = 3) and J = 0.028 (Puse = 14), respectively. (b) J plotted against
Puse for several observational sites: Copernicus crater, Thomson crater, Mare Serenitatis, and Theophilus crater. The lowest points are the following: (Copernicus)
J = 0.0088 at Puse = 3, (Thomson) J = 0.0084 at Puse = 7, (Serenitatis) J = 0.012 at Puse = 11, and (Theophilus) J = 0.016 at Puse = 14.



6894 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING, VOL. 52, NO. 11, NOVEMBER 2014

Fig. 16. Continuum removed reflectance Rc observed by the SP at (a) an LCP-rich site at the Hale crater (Φ = 4104 and L = 1471), (b) an olivine-rich site
at the Copernicus crater (Φ = 2375 and L = 4889), (c) a PAN-rich site at the Grimaldi crater (Φ = 2750 and L = 5808), and (d) a Fe-rich spinel-rich site at
Sinus Aestuum (Φ = 4529 and L = 5685). For a comparison, the results with PBEM are plotted (dashed curves; vertically offset for clarity). These spectra are
smoothed using four-pixel averaging for each pixel. The vertical dotted lines are λ = 650, 900, 1050, 1250, and 2000 nm.

calculate the continuum removed reflectance Rc, which is
defined as the ratio of the corrected reflectance Rstd(n) · ζ(n)
to a liner continuum, which is determined by two tie points for
each spectrum based on a regression fit for each spectrum with a
straight line with variable slope and intercept. Previous studies
of the global distributions of the end-members of various lunar
minerals also used Rc [4]–[9], [19].

Fig. 16(a)–(d) shows Rc, respectively, for an LCP-rich site
at the Hale crater, an olivine-rich site at the Copernicus crater,
a PAN-rich site at the Grimaldi crater, and an Fe-rich spinel-
rich site at Sinus Aestuum. In Fig. 16(a), we can see that
the spectrum of the LCP-rich site exhibits a clear absorption
band of λ ∼ 930 nm and a strong 2-μm band with a minimum
at λ ∼ 1800 nm. The features of the 1-μm and 2-μm bands
are consistent with a laboratory spectrum of LCP [14], [16].
Fig. 16(b) shows a spectrum of the olivine-rich site with a clear
1.05-μm band, showing a weak 2-μm band compared to that
for LCP. In addition, in Fig. 16(c), the PAN-rich site with a
prominent 1.25-μm band, diagnostic of plagioclase, does not
exhibit a 2-μm band. These features of the 2-μm band for the
olivine-rich and PAN-rich sites are also consistent with the
laboratory spectra for these minerals [15], [30]. Furthermore,
the Fe-rich spinel spectrum with a visible absorption band at
λ ∼ 0.65 μm in Fig. 16(d) shows a prominent 2-μm band,
consistent with the laboratory spectra [31].

For a comparison, Rc obtained by PBEM is plotted (dashed
curves) in Fig. 16. We found unexpected hump or absorption
features for λ > 1.7 μm in Rc for the case of PBEM. For ex-
ample, we can see the unexpected hump at 1.8 μm for the LCP-
rich site, which is inconsistent with the fact that LCP shows a
strong 2-μm band with a minimum at λ ∼ 1.8 μm. There is a
weak absorption feature at λ ∼ 1.7 μm for the olivine-rich site
for PBEM, which is inconsistent with the laboratory spectra
of olivine. For the PAN-rich site, we can see a 2-μm band,
which is inconsistent with the fact that PAN does not exhibit a
2-μm band.

For more a quantitative assessment, we examine the relation
of the absorption depth between the 1-μm band (d1μm) and
the 2-μm band (d2μm), where d1μm and d2μm are defined as
1−Rc at the lowest Rc within λ = 900–1350 nm and within
λ = 1800–2250 nm, respectively. In Fig. 17(a), d2μm is plotted
against d1μm for the olivine-rich [4], LCP-rich [9], PAN-rich
[5], [6], and Fe/Cr-rich spinel-rich sites [19]. We can see that
all of the values of d2μm for the LCP-rich and the spinel-rich
sites are larger than those for the PAN-rich and olivine-rich
sites. This is consistent with the laboratory spectral features for
these minerals. Furthermore, we can see a positive correlation
between d2μm and d1μm for the LCP (a correlation coefficient
of 0.875). This is also consistent with the laboratory spectra of
the LCP [14], [16].
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Fig. 17. (a) Relation between d2μm and d1μm for the LCP-, PAN-, olivine-,
and Fe/Cr-rich spinel-rich sites from [4]–[6], [9], and [19]. We do not show the
data for the cases d1μm < 0.1 and d2μm < 0.1 (hatched area at the left bottom
corner). (b) Band depth ratio B = d2μm/d1μm versus the wavelength of the
minimum Rc in the 1-μm band for the LCP-, PAN-, olivine-, and Fe/Cr-rich
spinel-rich sites.

In Fig. 17(b), we plot the band depth ratio B = d2μm/d1μm
against the minimum wavelength of the 1-μm band (cf., [32]). It
is clear that the four minerals are separated well in this diagram.
The spinels exhibit a prominent 2-μm band compared to other
minerals, and the average B is 4.4 ± 0.9. The average B for
LCP is 1.0 ± 0.1, which is larger than that of 0.5 ± 0.1 for
olivine-rich spectra and that of 0.4 ± 0.1 for PAN.

All of these results support that the reflectance spectra in NIR
2 can satisfactorily reproduce the 2-μm band, consistent with
those expected from the minerals inferred from the reflectance
spectra of VIS and NIR 1.

C. Apollo Landing Site Observation

The Apollo 16 landing site is used to calibrate the
U.S. Clementine data [33]–[35], partly because of its well-
characterized geologic setting and the existence of samples
having spectral reflectance measured at RELAB [23]. In
SELENE’s mission, the four ASOs were conducted at six-

Fig. 18. (a) Average reflectance for each ASO. (b) Reflectance ratios of the
first, second, and third ASOs to the fourth ASO. (c) Error in Rstd due to the
error in the background DN estimate for NIR 2.

month intervals: November 19, 2007 (first ASO), March 21,
2008 (second ASO), September 15, 2008 (third ASO), and
March 12, 2009 (fourth ASO). In each observation, SELENE
tilted its attitude (roll-cant maneuver) to attain a condition with
a phase angle of g ∼ 30◦. The photometric condition and β
angle are summarized in Table IV. The four ASO data were
used for a repeatability evaluation of VIS and NIR 1 (Paper I).
We also use the four ASO data points to examine the repro-
ducibility of the NIR 2 spectra.

Fig. 18(a) shows the average Rstd for the four ASOs, where
the seven values of Rstd measured in the consecutive seven
footprints for each ASO are averaged. We can see that the aver-
age Rstd at λ <∼2100 nm is similar among the second, third,
and fourth ASOs. The data for the first ASO at λ <∼2100 nm
are slightly larger than those for the others, but the difference
is within ∼7%. For λ > 2100 nm, the differences among the
four ASOs increase with increasing λ, although the differ-
ence in Rstd between the second and fourth ASOs is less
than 0.5%.

Fig. 18(b) shows the ratio of the average Rstd of the first,
second, and third ASOs to the fourth ASO. For λ = 1700–
2100 nm, the average ratios are 1.07 ± 0.005 (first/fourth),
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TABLE IV
CONDITIONS FOR THE APOLLO 16 LANDING SITE OBSERVATIONS

1.00 ± 0.003 (second/fourth), and 1.03 ± 0.003 (third/fourth).
We estimated that the difference in Rstd for λ = 1700–2100 nm
among the four ASOs is typically <∼3% and 7% at maximum.
The differences are larger than those for VIS and NIR 1, which
were reported to be 0.4%–1.1% (Paper I). This is probably due
to the error of the background DN estimate. Fig. 18(c) shows
the uncertainty (Rerr −Rstd)/Rstd due to the error in the back-
ground DN estimate, where Rerr is Rstd with 25 DN added,
corresponding to ∼1.3% of the typical S-value (2000 DN)
in Table II, to DN2. The uncertainty for λ ≤ 2100 nm is less
than ∼2%–4%, which is comparable to the typical value of the
difference of 3%. Furthermore, the component of the thermal
effects is 0.1%–1.2% at λ ≤ 2100 nm for the Apollo 16 landing
site (Table III), indicating that the difference in the thermal
effects among the four ASOs may contribute to the difference
in Rstd for λ = 1700–2100 nm up to ∼1%. Therefore, no sig-
nificant change in the sensitivity for λ <∼2100 nm is observed
within the error in Rstd.

On the other hand, for λ > 2100 nm, the reflectance ratios
first/fourth and third/fourth increase with increasing λ, while
the ratio second/fourth does not. We may consider that this in-
crease is due to the thermal effects as discussed in Section III-F.
However, this is not likely because β at the first ASO is the
highest among the four ASOs (Table IV), indicating that the
lowest surface temperature is at the first ASO among the four
ASOs. In other words, the thermal component for the first ASO
must be lower than that for the fourth ASO, decreasing the ratio
first/fourth at longer λ. This is inconsistent with the increase in
first/fourth at longer λ in Fig. 18(b).

Alternatively, the increase at λ > 2100 nm may be due to an
overestimate of the background DN estimate. We cannot rule
out the possibility that the background DN, even in the shadow
region, includes slight thermal emission. The average temper-
ature in the shadow regions at P = 3 (for the second ASO),
P = 7 (third ASO), and P = 12 (fourth ASO) could be higher
than that at P = 1 (first ASO) because β’s for the second, third,
and fourth ASOs are lower than that for the first ASO. This
means that the background DNs at λ > 2100 nm used for the
second, third, and fourth ASOs may be overestimated compared
to that for the first ASO. If this is the case, Rstd’s for the second,
third, and fourth ASOs at λ > 2100 nm may be underestimated,
while the first ASO may not be affected by the thermal effects.
In any case, although we cannot conclude whether the increase
at λ > 2100 nm is due to the change in the sensitivity of the SP,

we did not observe any systematic degradation nor significant
thermal effects in the reflectance.

VI. CONCLUSION

This paper has focused on the radiometric calibration of
SELENE SP NIR 2 (1.7–2.6 μm) to determine the reflectance
for the mineralogical survey of the Moon. We have proposed
a new radiometric calibration, specifically a new method for
the background DN estimate (SBEM) for NIR 2 using shadow
regions. We have showed that the reflectance spectra for NIR 2
by SBEM show less noise than those by PBEM. Using SBEM,
the noisy features in the reflectance spectra were reduced by up
to ∼3 to 5 times than those by PBEM.

In addition, we have analyzed the relation between the 1-μm
and 2-μm bands in the reflectance spectra at exposure sites
of the end-member minerals on the lunar surface. We have
found that the spectral features of the 2-μm band in NIR 2
are consistent with the spectra from minerals inferred from the
spectral features in VIS and NIR 1. Therefore, we conclude that
the reflectance spectra derived from the present calibration can
be used for spectroscopic mineralogy surveys.

We have also examined the repeatability of the radiometric
calibration of NIR 2 using the four ASOs. For λ <∼2.1 μm,
we have found that the typical difference in the reflectance
among the four ASOs was a few percent, which is within the
uncertainty due to the error in the background DN estimate,
suggesting that there is no significant change in the sensitivity
for NIR 2 over the mission period. For λ = 2.1 to ∼2.5 μm, al-
though the repeatability is not as good as that for λ <∼2.1 μm,
we did not observe any systematic degradation nor significant
thermal effects in the reflectance. For λ > 2.5 μm, further
investigation is required, especially for the reduction of the
error in the background DN estimate and a reliable estimate
of the thermal effects for the shadow regions.
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